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This paper considers the application of a novel optimization method, namely Par-
ticle Swarm Optimization, to compute Nash equilibria. The problem of computing
equilibria is formed as one of detecting the global minimizers of a real-valued, non-
negative, function. To detect more than one global minimizers of the function at
a single run of the algorithm and address effectively the problem of local minima,
the recently proposed Deflection technique is employed. The performance of the
proposed algorithm is compared to that of algorithms implemented in the popular
game theory software suite, GAMBIT. Conclusions are derived.

1. Introduction

A central solution concept in game theory is that of Nash equilibrium.® Sev-
eral approaches have been proposed for the computation of Nash equilibria
in finite strategic games but computing such solutions remains a challeng-
ing task. Furthermore, as pointed out in Ref. 3, computing a single Nash
equilibrium is inadequate for many applications. The problem of detecting
a Nash equilibrium can be formulated as a global minimization problem.
This approach enables us to consider an efficient and effective optimiza-
tion method, named Particle Swarm Optimization (PSQO), to address this
problem. Incorporating the recently proposed Deflection technique for al-
leviating local minima and finding more than one global minimizers of a
function, several Nash equilibria can be located in a single run of the algo-
rithm. The performance of the proposed algorithm is compared to that of
algorithms implemented in the popular game theory software suite GAM-
BIT.2

2The GAMBIT suite is freely available from: http://www.hss.caltech.edu/gambit/.
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The paper is organized as follows: Section 2 is devoted to the formu-
lation of the problem. In Sections 3 and 4 the PSO and the Deflection
techniques are briefly exposed. Experimental results are reported in Sec-
tion 5 and conclusions are drawn in Section 6.

2. Problem Formulation
2.1. Strategic Games and Nash Equilibria

Definition 2.1. A strategic game consists of a finite set A" = {1,...,n}
of players; for each player i € N a strategy set S; = {si1,...,Sim,}
is given, consisting of m; pure strategies. For each i € N, a payoff
function u; : S — R is also given, where § = X;enS; is the cartesian

product of all S;’s.
Let P; be the set of real valued functions on S;. The notation p;; =

pi(5i;), is used for the elements p; € P;. Let also P = X;cnP; and m =
Y ica Mi- Then P is isomorphic to R™. We denote elements in P by
p = (p1,P2,-..,Pn), Where p; = (pi1,Pi2,..-,Pim;) € Pi. If p € P, and
P} € P;, we use the notation (p},p_;) for the element ¢ € P that satisfies
g; = p; and g; = p; for j #i.

Now let A; be the set of probability measures on S;. We define A =
XienQi, s0 A C R™. Thus, the elements p; € A; are real valued functions
on S;, p; : S; — R and it holds that Esﬁesi pi(si;) = 1, and pi(si;) =
O,Vsij € S;.

We use the abusive notation s;; to denote the strategy p; € A; with
pi; = 1. Hence, the notation (s;;, p—;) represents the strategy where player
i adopts the pure strategy s;;, and all the other players adopt their com-
ponents of p.

The payoff function u is extended to have domain R™ by the rule

wi(p) = Y _ p(s)ui(s), 1)
SES
where we define
° p(s) = [T mits). @)
ieEN

Definition 2.2. A strategy p* = (p},p5,...,0.) € P is a Nash equilib-
rium if p* € A and for all i € N and all p; € A, w;(ps, p* ;) < wi(p*).
2.2. Nash Equilibrium as a Global Minimizer

To formulate the problem of finding a Nash equilibrium to that of detecting
the global minimum of a real valued function, three functions, z,z and
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g:P — R™, are required. For any p € P, i € N and s;; € S;, define:

- zi5(p) = wi(s45,p-4), (3)
zij(p) = zij(p) — wi(p), (4)
9ij(p) = max|z;(p),0]. (5)

The real valued function v : P — R, is defined as:

vp) =Y > lg()* (6)

1EN 1<i<m,

Function v is nonnegative and continuously differentiable. Furthermore,
p* is a Nash equilibrium if and only if, it is a global minimizer of v, i.e.
v(p*) =0, and p* € A.

3. Particle Swarm Optimization

PSO belongs to the broad class of stochastic optimization algorithms. PSO
is a population-based algorithm that exploits a population of individu-
als, to probe promising regions of the search space. In this context, the
population is called swarm and the individuals are called particles. Each
particle is assigned to a neighborhood and moves with an adaptable veloc-
ity within the search space, retaining in its memory the best position it
ever encountered. Moreover, the best position ever attained by all individ-
uals of a neighborhood is communicated to the particles that comprise the
neighborhood.”

Assume a D-dimensional search space, S C R”, and a swarm consisting
of N particles. The i—th particle is in effect a D-dimensional vector X; =
(zi1, a2,y - - ,l'z’D)T. The velocity of this particle is also a D-dimensional
vector, V; = (v;1,%2,...,vp)" . The best previous position encountered
by the i-th particle is a point in S, denoted as P; = (ps1,pi2;---,PiD) -
Assume g to be the index of the particle that attained the best previous
position among all the individuals of the swarm, and ¢ to be the iteration
counter. Then, according to the latest version of PSO, which incorporates
a parameter called constriction factor, the swarm is manipulated using the
following equations:!

Vit +1) = x(Vi®) + e (B() - Xu(®) + eora(By(t) - Xu(1))), (7)
Xi(t+1) = X;(t) + Vi(t + 1), (8)
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where ¢ = 1,2,...,N; x is the constriction factor; ¢; and ¢y are positive
parameters called cognitive and social parameter respectively; ri, o are
random numbers uniformly distributed in the interval [0, 1]; and ¢, stands
for the counter of iterations. The formulae used for the computation of the
constriction factor’s value are reported in Ref. 1.

4. Detecting Several Minimizers Through Deflection

To detect several global minimizers in a single run, the Deflection technique
is applied. Let f : S — R, § C R"™, be the original objective function under

consideration. Let also z}, i = 1,...,m, be m minimizers of f. Then, the
Deflection technique is defined as:

F(z) = T (z; x1, /\1)_1 <o T (x5 xm,’)\m)‘lf(as), (9)
where A;, i = 1,...,m, are relaxation parameters. The functions,

Ti(z; x5, A;) = tanh(X; ||z — z}|), i=1,...,m, (10)

satisfy the property, that any sequence of points {z}$ , converging to any
one of the minimizers =}, does not produce a minimum of F at z = 7,
while all other minima of f remain unaffected, as shown in Ref. 2. Note
that if the global minimum of the function is zero, a function f =f+c
where ¢ > 0 is a constant, should replace f in Eq. (9).

5. Experimental Results

The proposed algorithm has been applied on noncooperative strategic
games characterized by more than one Nash equilibrium. A comparison
of the algorithm’s performance against the Lyapunov function algorithm
implemented in GAMBIT produced promising results. The particular al-
gorithm was selected since it is the suggested algorithm for detecting all
the equilibria of an n—person game.* Indicative test problems are defined
below:

Test problem 1 [BACH OR STRAVINSKY ®]: Two-player game, with two
pure strategies available to each player and 3 equilibria. The payoff matrix
for this game is illustrated in Table 1.

Test problem 2 [HAWK-DOoVE ®]: Two-player game, with two pure strate-
gies available to each player and 3 equilibria. The payoff matrix for this
game is also illustrated in Table 1.
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Test problem 3 [STAG HUNT GAME*]: Two-player game, with three

pure strategies available to each player and 6 equilibria. The payoff matrix
is illustrated in Table 2.

Test problem 4: Random strategic game with two players and three pure
strategies available to each player, with payoffs randomly distributed in the
interval [0,1] and 3 equilibria. The payoff matrix is illustrated in Table 3.

Test problem 5: Normal form three player game with two pure strategies

available to each player and 9 equilibria.® The payoffs of this game are given
in Table 4.

Table 1. Payoff matrices for Test Problems 1 (left) and 2 (right).
Bach  Stravinsky Dove Hawk
Bach 2,1 0,0 Dove 3,3 1,4
Stravinsky 0,0 1,2 Hawk | 4,1 0,0
Table 2. Payoff matrix for Test Problem 3.
$21 $22 823
S11 0.5,0.5 0.5,0 0.5,—-0.5
812 0,0.5 1,1 1,0.5
$13 —-0.5,0.5 0.5,1 1.5,1.5
Table 3. Payoff matrix for Test Problem 4.
S22 323
s11 | 0.2190,0.0535 0.6793,0.0077 0.5194, 0.4175
s12 | 0.0470,0.5297 0.9347,0.3834  0.8310,0.6868
s13 | 0.6789,0.6711  0.3835,0.0668 0.0346,0.5890
Table 4. Payoff matrix for Test Problem 5.
531 521 522 532 521 8§22
s11 | 9,8,12 0,0,0 s11 | 0,0,0 3,4,6
812 0,0,0 9,8,2 s12 | 3,4,4 0,0,0

The configuration of the PSO parameters has been fixed for all test
problems, with the exception of swarm size, which was problem dependent.
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Table 5. Experimental Results.

Test Nash PSO Lyapunov Function
Problem Equilibria SR FE SR FE

1 3 100% 530 50% 2148

2 3 100% 884 30% 1188

3 6 80% 4050 0% 14835

4 3 100% 7500 10% 177536

5 9 82% 6700 0% 75583

Thus, for the constriction factor x and the cognitive and social parameter,
¢1 and c¢o, respectively, the default values x = 0.729, ¢1 = ¢2 = 2.05 have
been used.! For the Deflection technique, the setup v1 = %, Yo = %,
p = 10719 and X = 1, respectively, was selected. The desired accuracy
for detecting a Nash equilibrium has been equal to 107° in all cases. The
obtained results are exhibited in Table 5. In particular, the success rate
(SR) of the PSO and the Lyapunov function method on locating all Nash
equilibria averaged over 10 runs, as well as the mean function evaluations
required for the computation of one equilibrium (FE), are reported.

6. Conclusions

In this contribution the problem of detecting the Nash equilibria of finite
strategic games was addressed through the Particle Swarm Optimization
method, equipped with the Deflection technique. Deflection enables the
algorithm to overcome local minima and detect more than one global min-
imizers at a single run. Numerical experiments performed on a number of
finite strategic games suggest that the particular approach addresses the
problem effectively.
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