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Abstract: Forecasting the short run behavior of foreign exchange rates is a challenging prob-

lem that has attracted considerable attention. High frequency financial data are typically

characterized by noise and non–stationarity. In this work we investigate the profitability

of a forecasting methodology based on unsupervised clustering and feedforward neural net-

works and compare its performance with that of a single feedforward neural network and

nearest neighbor regression. The experimental results indicate that the proposed combi-

nation of the two methodologies achieves a higher profit.
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1 Introduction

After the inception of floating exchange rates in the early 1970s, economists have attempted to ex-
plain and forecast the movements of exchange rates using macroeconomic fundamentals. Empirical
evidence suggests that although these models appear to be capable of explaining the movements
of major exchange rates in the long run and in economies experiencing hyperinflation, their per-
formance is poor when it comes to the short run and out-of-sample forecasting [2]. Conventional
time series models forecasting on global approximation models, employing techniques such as lin-
ear and non-linear regression, polynomial fitting and artificial neural networks. Such models are
better suited to problems with stationary dynamics [13]. In the analysis of real–world systems
two of the key problems are non–stationarity (often in the form of switching between regimes)
and overfitting (which is particularly important for noisy processes) [13]. To improve forecasting
performance numerous researchers have proposed methodologies that attempt to identify regions
of the input space exhibiting similar dynamics and subsequently employ a local model for each
region [5–8,10,13].

In [6, 7] the application of unsupervised clustering for the segmentation of the input space,
and feedforward neural networks (FNNs) acting as local predictors for each identified cluster, was
proposed. In this work we investigate the profitability of this methodology combined with a simple
trading rule, and compare its performance with two other widely known forecasting methodologies,
namely FNNs and the nearest neighbor regression. The profitability of these methodologies is
evaluated on the time series of the daily spot exchange rate of the Euro against the Japanese Yen.
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2 Algorithms

In this section we outline the unsupervised k-windows (UKW) algorithm, the nearest neighbors
algorithm, and FNNs.

2.1 Unsupervised k-windows Algorithm

UKW generalizes the original k-windows algorithm [12] by approximating the number of clusters.
The UKW algorithm employs a windowing technique to identify the clusters present in a dataset.
Specifically, assuming that the dataset lies in d dimensions, UKW initializes a number of d–
dimensional windows over the dataset. Next it moves and enlarges these windows so as to enclose
all the patterns that belong to one cluster within a window. The movement and enlargement
procedures are guided by the points that lie within each window at each iteration. As soon as
the movement and enlargement procedures do not increase significantly the number of points
within each window they terminate. The final set of windows defines the clustering result of the
algorithm. UKW approximates the number of clusters by employing a sufficiently large number
of initial windows, and at the final stage of its execution assigning windows that enclose a high
proportion of common points to the same cluster [11].

2.2 Nearest Neighbors

Assume that the time series {zt}
T
t=1 has been embedded in an n-dimensional space, yielding pattern

vectors of the form zn
t

= (zt, zt−1, . . . , zt−n+1). To generate a prediction for zt from the information
available up to time (t−1), first the k nearest neighbors of the pattern zn

t
are identified, and subse-

quently, an estimator of E(xt|xt−1, . . . , xt−n) by
∑

k

i=1
ωtixi is computed where ωti represents the

weight assigned to the ith nearest neighbor. Alternative configurations of the weights are possible
but we employed uniform weights as they are the most frequently encountered configuration in the
literature.

2.3 Feedforward Neural Networks

In the context of time series modeling the inputs to the FNN typically consist of a number of
delayed observations, while the target is the next value of the series. The universal myopic mapping

theorem [9] states that any shift–invariant map can be approximated arbitrarily well by a structure
consisting of a bank of linear filters feeding an FNN. An immediate implication of this theorem
is that, FNNs alone can be insufficient to capture the dynamics of a non–stationary system. The
supervised training process is a data driven adaptation of the weights that propagate information
between the neurons. Learning in FNNs is achieved by finding a minimizer w∗ = (w∗

1 , w∗

2 , . . . , w∗

n
) ∈

R
n, such that w∗ = minw∈Rn E(w), where E is the batch error measure of the FNN. The error

function is based on the squared difference between the actual output value and the target value.

3 Experimental Results

The time series that was studied is the daily spot exchange rate of the Euro against the Japanese
Yen. The 1682 available observations cover the period from 12/6/1999 to 29/6/2005. The first
1482 observations were used as a training set, while the last 200 observations were used to evaluate
the profit generating capability of the different forecasting methodologies. Using the false nearest

neighbors [4] method on the observations forming the trainig set we selected an embedding dimen-
sion of 5. Firstly we employed a global FNN with architecture 5-5-4-1 to model the time series.
The FNN was trained for 200 epochs using the Improved Resilient Propagation algorithm [3] and
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subsequently its profit generating capability on the test set was evaluated. In particular, we assume
that on the first day we have 1000 Euros available. The trading rule that we considered is the
following: if the system at date t, holds Euros and x̂t+1 > xt (where x̂t+1 is the predicted price
for date t + 1 and xt is the actual price at date t) then the entire amount available is converted
to Japanese Yen. On the other hand, if the system holds Japanese Yen and x̂t+1 < xt, then the
entire amount is converted to Euros. In all other cases, the holdings do not change currency at
date t. The last observation of the series is employed to convert the final holdings to Euros. In all
transactions we assume a cost of 0.25% [1]. The profitability from trading based on the predictions
of the global FNN model is depicted with the red line (Global FNN) in Fig 1. A perfect predictor,
i.e. a predictor that correctly predicts the direction of change of the spot exchange rate at all dates,
achieves a total profit of approximately 9716 Euros excluding transactions costs, while including
transactions costs reduces total profit to approximately 7301 Euros.
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Figure 1: Trading performance of the different forecasting methodologies.

As can be seen from Fig. 1, excluding transactions costs the FNN is capable of achieving a profit
of 282.94 Euros over the 200 days of the test set, while including transactions costs reduces total
profit to 109.57 Euros. Next the results obtained by the k nearest neighbor regression method
are presented. We experimented with all the integer values of k in the range [1, 20]. The best
results were obtained for k = 5, and are illustrated with the black line (5 Nearest Neighbor) in
Fig 1. The 5 nearest neighbor method achieved a profit of 379.51 excluding transctions costs and
129.16 including transactions costs. Finally, the performance of the forecasting system based on
the segmentation of the input using the UKW algorithm and utilizing an FNN to act as a local
predictor for each cluster, is illustrated with the blue line (UKW FNN) in Fig. 1. This approach
achieved the highest profit: in the absence of transactions costs, 472.16 Euros, and 235.54 including
transactions costs.

4 Concluding Remarks

In this paper, we report results concerning the profitability of a forecasting methodology that
employs the UKW clustering algorithm and FNNs, acting as local predictors for each cluster, to
predict the direction of movement of the daily spot exchange rate of the Euro against the Japanese
Yen. The advantages of this methodology are that UKW automatically approximates the number
of clusters present in a dataset, and that FNNs are capable of approximating an unknown non-
linear relationship. The profit generating performance of this methodology compares favorably
with that of a single FNN and nearest neighbor regression, which implies that it is capable of
capturing more accurately the short run dynamics of the time series.
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