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Abstract: Anxiety disorders constitute the largest group and the roastmon
type of mental disorders. At the same time, machine leant@olgniques can be
used for analyzing a patient’s history and diagnose prosliemtating the human
reasoning or in making logical decisions. This work revidtes main concepts
and applications of machine learning techniques in predjcinxiety disorder
types. Seventeen (17) studies were considered, that dppléehine learning
techniques for predicting anxiety disorders and five (5)itaatthl studies were
examined for predicting suicide tendencies. The accuradhieoresults varies
according to the type of anxiety disorder and the type of wdshutilized for
predicting the disorder.
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1 Introduction

The prevalence of mental health disorders is constantieasing especially in children
and youth population (Olfson et al. 2014). At the same tinmgjety disorders constitute
the largest group and the most common type of mental diserdercken et al. 2016).
According to Kessler etal. (2017) the types of anxiety disos are separated in Generalized
Anxiety Disorder (GAD), Posttraumatic Stress Disorder$PY), Social Anxiety Disorder
(SAD), Panic Disorder (PD) and Agoraphobia. Machine leagriechniques can be used
for analyzing patient’s history to diagnose the problenitatmg the human reasoning or
in making logical decisions. The primary objective of théwview article is to introduce
researchers in the domains of medical informatics and hesié to the main concepts and
applications of machine learning techniques in predictimgjety disorder types. We do not
attempt to provide any technical details of algorithms arals that are used to perform
predictions. Instead, we provide a complete taxonomy basdke anxiety disorder which
will allow us to identify and gain insights into the most comnty utilized methodologies
and techniques. As the key role of machine learning premtidtchniques in medicine is
well established, positive effects might also be true ferghediction of anxiety disorders.
Towards the validation of this assumption, we formulated bsoad questions within the
scope of this survey: i) which machine learning algorithrit werified accuracy are applied
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in anxiety disorders prediction? and ii) which are the chemastics of the machine learning
prediction techniques in the field of anxiety disorders?

Therestofthe paperis organized as follows. Section 2 ptefige research methodology
adopted in this work. Section 3 reviews the studies includéle review and performs the
analysis of the results. Finally, Section 4 concludes thgepdiscussing some issues for
future research.

2 Research methodology

This systematic review was performed according to the PedeReporting Items for
Systematic reviews and Meta-Analyses (PRISMA) guidel{iMsher et al. 2009) and the
review methods were defined before conducting the review smensure unbiased strategy.
The following sections depict the applied methodology.

2.1 Eligibility criteria & Search strategy

In the context of this work, papers that did not meet the foihg set of strict inclusion
criteria were excluded from this study: i) articles not as#®g the accuracy of machine
learning techniques in the field of anxiety disorders, ifjcées not involving participants’
self-reports or claims & Electronic Health Record (EHR)ajali) articles studying the
prediction of anxiety disorders and not the outcome of mal¢therapies, iv) publications
other than journal or conference full articles, v) articlestten in languages other than
English, vi) articles published between January 2005 arcéBer 2017.

A literature search was performed over the electronic detad of PubMed and
ScienceDirect. We also performed additional searchesarcdimference proceedings and
publication data-bases of the Institute of Electrical aletonics Engineers, SpringerLink
and SagePub. The following terms were used, being adapésattoof the databases, using
standard terminology (i.e. Medical Subject Headings - Mp®Hen available: ("Anxiety
Disorders"OR "Generalized Anxiety DisordeiOR "Panic Disorder'OR "Agoraphobia”
OR "Social Anxiety DisorderOR "Posttraumatic stress disord@R "Suicide Tendency")
AND "prediction"AND "machine learning".

2.2 Sudies selection and data collection

The studies selection and data collection procedure wadedhin three steps. Initially,
studies related to mental disorders and machine learnirrg weluded. The inclusion
criteria assessmentwas performed by two (2) of the autlvergloe titles and abstracts of the
articles retrieved from the search strategy stage. Anyodilscwere resolved by discussion
with a third author. Subsequently, articles that focuse@rewicting anxiety disorders and
suicide tendency using machine learning techniques weheded by reviewing their full-
text. The reference lists of these articles were checkeduaiprfor tracing extra related
studies. Thus, we created a supplementary list of artibleswas appended to the major
one (i.e. the list resulted from steps 1 and 2). At the thieghsthe final list was examined
thoroughly, in order to acquire essential information astfee input data, the measurements
and prediction methods, the tools used for the experim#h@saccuracy achieved and the
conclusions drawn.
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3 Discussion

The database search yielded 959 studies (with duplicatesved). Articles were excluded
based on information in the title and abstract. The fullgedtpotentially relevant articles
were obtained for further assessment. Twenty-two (22)issudhet the inclusion criteria.
Seventeen (17) studies were examined for predicting andisbrders and five (5) studies
were examined for predicting suicide tendencies. The nejaracteristics of the articles are
aggregatedin Tables 1-4, whéN@lenotes the number of studies avidienotes the number
that each method was applied for classification and predictiotice that some studies
assess more than one methods. The majority of the artichesdared in our review coped
with PTSD (7 studies - 31.8%) while SAD and suicide tendeneyenstudied in 5 articles
each (22.7%). Moreover, Hybrid methods were the most fretipapplied classification
methods as it was included in 9 studies (33.3%). Most of theiss enrolled less than 100
participants, while overall the number of participantsgarsning from 5 to 1728549.

The included studies use two different metrics for measgythe algorithms’ prediction
performance, namely Accuracy and Area Under Curve (AUCjesddevertheless, these
two performance metrics are not directly comparable as A&J& ¢oncrete optimization
measure compared to accuracy and that there is no methaeécf cbnversion among those
metrics (Huang & Ling 2005). Furthermore, the studies wése elassified according the
data collection method, namely self/screening reportscéaichs/clinical data. The articles
are equally employing both data collection methods. Howeeestudy was identified to
use both methods that would potentially benefit the preaticpirocess in terms of scope
and detalil.

3.1 GAD

Katsis et al. (2011) described a system based on physiallogignals for the assessment
of affective states in patients with anxiety disorders.sT$ystem predicts an individual's
affective state based on 5 predefined classes (neutraietgstartled, apprehensive and very
apprehensive). Chatterjee et al. (2014) proposed a cotiqmabapproach to automatically
predict anxiety disorders based on visually inferred hessted measurements of 48 patients.
They investigated the multiple heart-rate variabilityctgstors which can integrate affective
information from the question context along with the distdriative information contained
in the heart-rate variability. Husain et al. (2016) exarditiee potential of random forests to
predict GAD among women in order to provide an effectivesaneg process. The accuracy
achieved was over 90% and the best reported one was 99.31&s&tup of 100 trees, 5
features and a balanced dataset. Hilbert et al. (2017)axpgplipervised machine learning
algorithms on multimodal biobehavioral data from a sampkubjects suffering of GAD,
major depression, both disorders, or no disorder. The asithiized clinical questionnaire
data, cortisol release, and structural MRI data in theidwtCortisol and MRI data were
particularly able to provide incremental value to the dikwrclassification of GAD subjects
beyond clinical questionnaire data alone. Classificatmsell on combined data resulted in
significant accuracy rates.

32 PTSD

A neural network model is proposed by Dabek & Caban (2015 able to predict
the likelihood of developing multiple psychological cotigins (including post-traumatic
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stress disorder). Saxe et al. (2017) employed machineitepcomputational methods in
order to predict development of PTSD in acutely traumatidgitiren. In another study,
Galatzer-Levy et al. (2014) assessed machine learningitpabs for the identification of
a set of predictive characteristics and the evaluation@if giccuracy in predicting PTSD
from information collected within 10 days of a traumatic eueKarstoft et al. (2015)
collected data variables reflecting event characteriséogergency department records
and early symptoms from 957 trauma survivors within ten dafyadmission, and used
them to predict PTSD symptom trajectories during the foltayfifteen months. A Target
Information Equivalence algorithm identified all minimaits of features that maximized
the prediction of PTSD by using a support vector machinestias Kessler et al. (2014)
examined the predictive factors of PTSD in a large sampledas the World Health
Organization’s world mental health surveys encompasseugnatic event exposures in
surveys from 24 countries. Hybrid techniques were applie@murca & Ekinci (2015)
in order to develop automatic classifiers for predicting BT@tients. Also, 7 features
were acknowledged as critical in diagnosing PTSD. Liu e{201%) identified PTSD
using multi-level measures derived from fMRI data. Threels of measures are extracted
as classification features: (1) regional amplitude of loegtiency fluctuations (univariate
feature), (2) temporal functional connectivity (bivagdéature), and (3) spatial functional
connectivity (multivariate feature).

33 SAD

Frick etal. (2014) utilized fMRI and sMRI data in order tocksn SAD from healthy subjects
based on patterns of (1) neural responses to fearful faeéssted using Blood Oxygenation
Level-Dependent (BOLD) fMRI and (2) regional gray mattelwoe evaluated with sSMRI.
Pantazatos et al. (2014) tried to identify pairwise featmeelations which discriminated
patients with SAD from health subjects, utilizing BOLD fMRIuring emotional face
perceptual tasks, a new condition-dependent functionatectivity and a Support Vector
Machine (SVM). Liu et al. (2018) divided the brain into 116 regions based on automated
anatomical labeling atlas and examined the potential ofuhetional connectivity to be
used for SAD diagnosis. The functional connectivity betweach pair of regions was
computed using Pearson’s correlation coefficient and useldasification feature. Patient’s
classification from healthy controls was performed with tiwatiate pattern analysis using
linear SVM. In a work conducted by Zhang et al. (2015), forafients were scanned by
resting-state fMRI in order to examine the diagnostic ptit¢of Regional Homogeneity
(ReHo) underlying neural correlates of SAD using SVM. TheHRavas calculated as
synchronization of fMRI signals of nearest neighboring ®%els. Subsequently, a linear
SVM was applied for the classification of the two groups. &teet al. (2016) examined
electrodermal activity features for the estimation of SA®reural networks. 60 adolescent
female participants were initially screened through Sdefebia Inventory questionnaire
and randomly divided in two groups (i.e. anxious and coqt&lbsequently, Electrodermal
activity was recorded and wavelet features were extractpétform classification.

3.4 PD & Agoraphobia - Suicide tendency

Arandom undersampling tree ensemble in a leave-one-osd-aralidation framework was
utilized by Lueken et al. (2015) to predict the comorbidiptas of 59 participating patients.
lliou etal. (2016) developed a machine learning mechanismredicting whether a patient
suffering from depression is suspect of committing suickteong the main findings of this
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work is that depression symptoms in adolescents as earli+as gears old is a predictor of
suicidal tendency. Walsh et al. (2017) made an effort to@weee limitations of traditional
approachesto the prediction of suicide attempts by apglyiachine learning to electronic
health records within a large medical database. The magctbg¢ of Barak-Corren et al.
(2016) was to perform a feasibility study to identify whetl@ngitudinal historical data
from EHR systems, can be used to predict patients’ futukeafisuicide tendency. Oh et
al. (2017) investigated the predictive power of the infotiovafrom multiple self-report
clinical scales for identifying actual suicide attemptieTpurpose of this approach was
to identify patients under high risk of suicidal attemptstekhnique that automatically
classifies subjects according their linguistic and acoysditerns in three categories (i.e.
suicidal, mentally ill but not suicidal and control) was posed by Pestian et al. (2017).

Anxiety Disorder Type N %
GAD 4 18.2%
PD & Agoraphobia 1 4.5%
PTSD 7 31.8%
SAD 5 22.7%
Suicide tendency 5 22.7%

Tablel Studies included in review per anxiety disorder type

Study type N %
Claims and/or Clinical data 13 59.1%
Self or screening report 9 40.9%

Table2 Studies included in review classified per study type

Sample size N %
< 100 11 50.0%
100— 1000 7 31.8%
> 1000 4 18.2%

Table3 Studies included in review per sample size

Classification and prediction method M %

Bayesian networks 2 7.4%

Artificial neural networks 3 11.1%
Support vector machines 5 18.5%

Decision trees 2 7.4%

Logistic regression 2 7.4%

Fuzzy systems 1 3.7%
Ensemble methods 3 11.1%

Hybrid methods 9 33.3%

Table4 Studies included in review per classification and predictiethod
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4 Conclusions

In summary, we deduce that significant work has been doneeprétdiction of anxiety
using artificial intelligence and data mining. Several niaetearning techniques have been
utilized to develop accurate prediction models in ordeis&ist in providing better medical
services. We observed that Hybrid methods and SVM were thst highly used method
especially for the prediction of PTSD and SAD respectiv®lpreover, artificial neural
networks and ensemble methods performed very well, magdgimchieve the highest
prediction scores while Neuro-Fuzzy systems had some gowéstoo. Furthermore, we
saw that the combination of multi-level features using irkgrnel learning can lead to an
improvement of the classification performance for predg®TSD.

However, in all those cases where the dataset size is tod, smoalavailable (N/A),
or not explicitly mentioned in the respective article, oma@cot verify with any degree of
certainty the classification accuracy reported as achibyettie authors of the article. A
very analytic presentation of this work can be found in Kass et al. (2018).

Our future work is concentrated on identifying which metpedforms better depending
onthe type of anxiety. Another interesting aspect is expeniting with other methodologies
and techniques in order to achieve even higher scores f@réuiction of anxiety and that
could enhance the treatment support for patients.
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