1 Introduction

In many situations in mathematics we want to know whether the left Kan extension \( \text{Lan}_j F \) of a functor \( F : \mathcal{C} \to \mathcal{E} \), along a functor \( j : \mathcal{C} \to \mathcal{D} \), where \( \mathcal{C} \) is a small category and \( \mathcal{E} \) is locally small and cocomplete, preserves the limits of various types \( \Phi \) of diagrams. The answer to this general question is reducible to whether the left Kan extension \( \text{Lan}_y F \) of \( F \), along the Yoneda embedding \( y : \mathcal{C} \to [\mathcal{C}^{\text{op}}, \text{Set}] \) preserves those limits (see [12] §3). Such questions arise in the classical context of comparing the homotopy of simplicial sets to that of spaces but are also vital in comparing, more generally, homotopical notions on various combinatorial models (e.g. simplicial, bisimplicial, cubical, globular, etc, sets) on the one hand, and various “realizations” of them as spaces, categories, higher categories, simplicial categories, relative categories etc, on the other (see [8], [4], [15], [2]).

In the case where \( \mathcal{E} = \text{Set} \) the answer is classical and well-known for the question of preservation of all finite limits (see [5], Chapter 6), the question of finite products (see [1]) as well as for the case of various types of finite connected limits (see [11]). The answer to such questions is also well-known in the case \( \mathcal{E} \) is a Grothendieck topos, for the class of all finite limits or all finite connected limits (see [14], chapter 7 §8 and [9]).

We take up here the question of preservation of finite limits by Kan extensions into more general cocomplete categories \( \mathcal{E} \). In particular in this work we focus on the case of finite products. We leave the case of connected limits for a subsequent work. In the context of sets or, more generally, Grothendieck toposes the well-known answer to the question has to do with the filteredness of the category of elements of the functor \( F \). When we deal with finite products alone, in sets, the answer is also given in similar terms; the weaker condition of siftedness of the category of elements is necessary and sufficient. These notions though are hard to state for functors with values into a topos: The internal logic of the topos has to be invoked. Given this difficulty some authors prefer to talk about variations of those conditions that involve the composites with forgetful functors (when available) or with representable functors (otherwise) into sets. These are essentially interpretations.
of the standard filteredness notions with respect to a certain strong site structure on the
cocomplete category. One point that we try to make here is that other weaker structures may
be relevant to the limit preservation question. In particular, the crude notions mentioned
above may fail to capture cases where the preservation of finite limits by the left Kan
extension is well-known, e.g by geometric realization of simplicial sets in Kelley species.
The topos-theoretic context, because of the exactness conditions that it supplies, conceals
another condition that is relevant to our problem: The colimits used in the calculation of
the left Kan extension of a product have to behave well. This is a fundamental observation
due to Anders Kock ([12]) and requires ideas of categorical logic and a site structure on the
cocomplete category for its statement. A. Kock uses Diaconescu’s theorem for toposes and
with the aid of a metamathematical argument he derives preservation of finite limits by flat
functors into suitable subcanonical sites. Our approach differs in that we give a completely
elementary proof, not depending on Diaconescu’s theorem. Instead, Diaconescu’s theorem
will be derived as a corollary to our work (including the subsequent one on connected
finite limits). Moreover, strictly speaking, no “Diaconescu’s theorem” had been available
for finite-product-preserving left Kan extensions into toposes. This is our Corollary 4.5. In
more general situations (functors with values in subcanonical sites) we also provide a partial
answer to whether functors with finite-product-preserving left Kan extensions are precisely
the sifted-flat ones.

Organization of the paper In Section 2, we recall the notion of siftedness, point out
that it is expressible in geometric logic and hence interpretable in locally small categories
with a site structure and give (non-) examples of functors that fail to “have a sifted category
of elements” (in the crude sense), yet their left Kan extension preserves finite products.

In Section 3, we recall the notion of postulated colimit and explain why certain colim-
its used for the calculation of geometric and categorical realizations of certain simplicial,
bisimplicial and globular sets are postulated with respect to certain site structures.

In Section 4, we prove our main results: Functors that have finite-product-preserving
left Kan extensions are precisely those that have a suitably sifted category of elements,
provided that certain colimits are postulated in the recipient category. In particular a
functor into a Grothendieck topos has a finite-product-preserving left Kan extension if and
only if its category of elements is sifted in the internal logic of the topos.

As said, the conditions involved in answering the problems studied here are renderings of
familiar notions, when interpreted via sheaf semantics (interpretation of geometric sentences
relative to a notion of covering, as it is exposed in standard references, e.g [14], [13]). Their
statement can be given in completely elementary terms, though it is not the most economical
one. Hence no familiarity with sheaf semantics is essentially required.
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2 Sifted categories and sifted-flat functors

2.1 Definition. A category $C$ is called sifted if for every pair $A, B$ of objects of $C$ the category $(A, B) \downarrow C$ of all $(A, B)$-cospans is connected. More precisely the following two conditions are satisfied:

1. $(A, B) \downarrow C$ is nonempty, i.e, there exists at least one object $X \in C$ and morphisms $A \to X$ and $B \to X$.

2. Every two objects in $(A, B) \downarrow C$ are connected via a zig-zag, i.e, for each two objects in the category $(A, B) \downarrow C$, there exists a zig-zag in this category connecting them.

2.2 Remark. Usually a sifted category is defined as a category $C$ with the property that, colimits over $C$ commute in $\textbf{Set}$ with finite products (see [1]). The equivalence of the two notions is of course non-trivial. Towards the end of the last section we explain how this equivalence can be derived from our analysis.

2.3 Remark. A (small) category $C$ with finite coproducts is sifted

2.4 Definition. A functor $F : C \to \textbf{Set}$ is called sifted flat if the dual of the category of elements of $F$ is sifted. More explicitly if

1. For every $C_1 \in C$ and $x_1 \in FC_1$, $C_2 \in C$ and $x_2 \in FC_2$, there exists $C_3 \in C$, $x_3 \in FC_3$ and arrows $f : C_3 \to C_1$, $g : C_3 \to C_2$, such that $Ff(x_3) = x_1$ and $Fg(x_3) = x_2$.

$$
\begin{array}{c}
(C_3, x_3) \\
\downarrow f \\
(C_1, x_1) \\
\downarrow g \\
(C_2, x_2)
\end{array}
$$

and

2. For each $A, B \in C$ and for every $X \in C$, $x \in FX$, and $X' \in C$, $x' \in FX'$ and diagram in $C$
such that $Ff(x) = Ff'(x')$ and $Fg(x) = Fg'(x')$, there exists a zig-zag connecting $X, X'$, as in the diagram below, such that all the internal triangles in it are commutative and, moreover, there exists elements $x_1 \in FX_1, x_2 \in FX_2, \ldots, x_n \in FX_n$ such that

$$Fd_0^1(x_1) = x', \quad Fd_1^1(x_1) = x_2, \quad \ldots, \quad Fd_n^0(x_n) = x_{n-1}, \quad Fd_n^1(x_n) = x.$$ 

One then has ([1], Theorem 2.6)

**2.5 Theorem.** A functor $F : C \to \textbf{Set}$ is sifted flat if and only if its left Kan extension $\text{Lan}_y F$, along the Yoneda embedding of $C$ preserves finite products.
2.6 Remark. When one deals with a functor $F : C \to \mathcal{E}$, into a locally small, cocomplete category with finite products, then a similar characterization is missing. Some authors deal with flatness notions in this more general context in a rather inadequate way: $F$ is (or ought to be) sifted-flat when for each object $E \in \mathcal{E}$, the functor $\mathcal{E}(E, F-) : C \to \text{Set}$ is sifted-flat. This is partly justified by the fact that a functor $F : C \to \mathcal{E}$, where $C$ and $\mathcal{E}$ have finite products, preserves finite products if and only if it is sifted-flat in this sense. But in the absence of finite products in $C$ things do not work that well, as the example of the following paragraph shows.

Simplicial sets and their realization: Let $\Delta$ be the category whose objects are finite, totally ordered sets

$$[n] = \{0, 1, ..., n\}$$

and morphisms are order preserving functions. Consider the functor

$$U : \Delta \to \text{Cat}$$

from $\Delta$ to the category of small categories that sees a linear order as a category.

Claim 1: $U$ is not sifted-flat, in the sense that it is not true that, for any small category $C$, the functor

$$\text{Cat}(C, U-) : \Delta \to \text{Set}$$

has a sifted category of elements.

This will take a while to explain. It depends on the following proposition, which is an explication of [8], 5.5, in view of [10], Proposition 3.4.

2.7 Proposition. In the category $\Delta$, for any two objects $[m], [n]$, there is a finite family of cones over them, all of them having as vertex the ordinal $[m+n]$, with the property that any other cone factors through one in that family.

Proof: Given $[m], [n]$ in $\Delta$ consider the family of pairs of surjective, order-preserving maps $\alpha : [m+n] \to [m], \beta : [m+n] \to [n]$. They correspond to maximum length paths on the $[m] \times [n]$ grid on the plane, where motion is allowed only upwards and to the right, since $\alpha$ and $\beta$ are order-preserving:
So the path depicted above corresponds to the maps $\alpha$ and $\beta$ having $\alpha(0) = 0$, $\alpha(1) = \alpha(2) = 1, \ldots, \alpha(m+n-2) = m-1$, $\alpha(m+n-1) = \alpha(m+n) = m$ while $\beta(0) = \beta(1) = 0$, $\beta(2) = 1, \beta(3) = 2, \ldots, \beta(m+n-2) = \beta(m+n-1) = n-1$, $\beta(m+n) = n$. There are obviously \( \binom{m+n}{n} \) such cones.

Now given any cone $\gamma: [k] \to [m]$, $\delta: [k] \to [n]$, there is a set of points $(\gamma(i), \delta(i))$, $i \in [k]$, inside the $[m] \times [n]$-grid. Extend that set of points into a maximal path in any possible way. This extension specifies a factorization through a cone with vertex $[m+n]$ so that the given one factors through that. The desired factorization is $\varepsilon: [k] \to [m+n]$ given by

$$
\varepsilon(i) = \text{ the number of position of } (\gamma(i), \delta(i)) \text{ inside the maximal path }
$$

2.8 Proposition. For any finite diagram in the category $\Delta$ there is a finite family of cones over it with the property that any other cone factors through one in that family. Moreover, for any finite diagram $D: \mathcal{D} \to \Delta$, the limit of the diagram of representables $y \cdot D: \mathcal{D} \to \Delta \to \text{Set}$ in simplicial sets is isomorphic to a finite colimit of representables.

Proof: For the first claim notice that $\Delta$ has a terminal object and that a pair of parallel arrows either has an equalizer (if they agree somewhere) or otherwise they have an empty (hence finite) set of cones. Then we conclude from [3], Theorem 2.1. For the second claim, we conclude from [10], Theorem 3.5.

Returning to the proof of Claim 1, consider $[1] \times [1]$ with the pointwise order, viewed as a category, and take the following diagram in $\text{Cat}$

$$
\begin{array}{ccc}
[1] \times [1] & \xrightarrow{p_1} & [1] = U([1]) \\
\downarrow & & \downarrow \\
[1] & \xleftarrow{p_2} & [1] = U([1])
\end{array}
$$
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If $U$ was sifted-flat in the above sense, there would have to be an ordinal $[n]$, an order preserving function $[1] \times [1] \to [n]$ and two order preserving functions $[n] \rightrightarrows [1]$ such that in the following diagram the two triangles commute.

$$
\begin{array}{c}
[1] \times [1] \\
\downarrow h \\
[n] \\
\downarrow p_1 \\
\downarrow f_1 \\
[1] \\
\downarrow f_2 \\
\downarrow p_2 \\
\downarrow f_2 \\
[1]
\end{array}
$$

But, by Proposition 2.7 the desired factorization through an ordinal $[n]$ should eventually factorize through the ordinal $[2]$, so we are searching for a factorization as indicated in the following diagram

$$
\begin{array}{c}
[1] \times [1] \\
\downarrow h \\
[2] \\
\downarrow p_1 \\
\downarrow f_1 \\
[1] \\
\downarrow f_2 \\
\downarrow p_2 \\
\downarrow f_2 \\
[1]
\end{array}
$$

where $f_1, f_2$ are surjective and order-preserving. By direct inspection we see that there is no $h$ such that the two triangles in the above diagram commute. This proves Claim 1. Yet,

Claim 2: The left Kan extension of $U$ along the Yoneda embedding (a.k.a the categorical realization of simplicial sets) preserves finite products.

This can be easily seen, taking into account that the right adjoint to the categorical realization (a.k.a the nerve functor) is fully faithful, its image contains the representables and $\text{Cat}$ is cartesian closed. Nevertheless, it can be derived as a corollary to the results in the next two sections.

Formulas for Flatness What resolves the “contradiction” in the above example? Topos theory indicates the answer: When dealing with flatness conditions one should take into account the local character of these conditions. In [14], chapter 7, we see that the key concept (e.g in proving Diaconescu’s theorem) of filtering functor arises when one restates the usual flatness conditions “up to epi covering”. This means that certain logical formulas are interpreted with respect to the canonical site structure of the topos. On the other hand, the version of sifted-flatness discussed in the previous paragraph amounts to the interpretation of the relevant conditions with respect to the coarsest site structure (where only isomorphisms cover).

More precisely, let $\mathcal{C}$ be a small category and consider the language $\mathcal{L}_\mathcal{C}$ for “functors on $\mathcal{C}$”: it has one sort $C$ for each object of $\mathcal{C}$, and one function symbol $f: C \to C'$, for each
arrow in $\mathcal{C}$, respectively. Structures of this language in sets are sorted sets $F(C)$ (one for each $C$), equipped with functions $Ff: F(C) \to F(C')$. Axioms in this language account for the functoriality of this assignment, hence models in sets correspond bijectively to functors $F: \mathcal{C} \to \textbf{Set}$. The same applies to models of the same theory into any category.

Furthermore the two conditions describing the notion of a sifted-flat functor have a description in $\mathcal{L}_C$ sentences that are geometric, hence they can be interpreted in a sound way in any category equipped with a Grothendieck topology. In particular the theory of sifted-flatness comprises the following axioms:

**SF1:** For every pair of objects $C', C''$,
\[
\forall x':C' \ \forall x'':C'' \ \lor \ \lor \exists x: C \ (u'(x) = x' \land u''(x) = x'')
\]

Interpreting this formula relative to a site structure $(\mathcal{E}, j)$ means that it is satisfied at every stage $T \in \mathcal{E}$. In more plain terms this says that, whenever we have a diagram

\[
\begin{array}{ccc}
T & \xrightarrow{x'} & FC' \\
\downarrow & & \downarrow \\
FC' & \xrightarrow{x''} & FC''
\end{array}
\]

there exists a cover $\{t_\alpha:T_\alpha \to T \mid \alpha \in A\}$ of $T$ such that for each $\alpha \in A$ there exists an object $C_\alpha$, morphisms $u:C_\alpha \to C'$, $v:C_\alpha \to C''$ and a morphism (generalized element) $x_\alpha:T_\alpha \to FC_\alpha$, such the following diagram is commutative

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{t_\alpha} & T \\
\downarrow & \downarrow x_\alpha & \downarrow \\
FC_\alpha & \xrightarrow{x''} & FC''
\end{array}
\]

\[
F_u \circ x_\alpha = x' \circ t_\alpha \\
F_v \circ x_\alpha = x'' \circ t_\alpha
\]

**SF2:** For every diagram of the form

\[
\begin{array}{ccc}
f' & \xrightarrow{f} & Z' \\
\downarrow & \downarrow & \downarrow \\
A & \xrightarrow{g} & B
\end{array}
\]
\[ \forall z : Z \forall z' : Z' ((f(z) = f'(z')) \land g(z) = g'(z')) \Rightarrow \bigvee_{Z(Z',Z')} \exists z_1 : Z_1 \exists z_2 : Z_2 ... \exists z_n : Z_n (d_1^z(z_1) = z_1 \land d_1^n(z_n) = z' \land d_1^{n-1}(z_{n-1}) = z_2 \land ... \land d_1^1(z_1) = z) \]

Here the disjunction is taken over the set \( Z(Z, Z') \) of all zig-zags connecting \( Z \) and \( Z' \) in the category \( (A, B) \downarrow \mathcal{C}^{\text{op}} \) of all \((A, B)\)-spans. Again, when stated in elementary terms, this condition takes the form that for any pair of arrows \( z : T \to FZ, \ z' : T \to FZ' \), such that \( Ff \cdot z = Ff' \cdot z' \) and \( Fg \cdot z = Fg' \cdot z' \), there exists a \( j \)-cover \( \{ t_\alpha : T_\alpha \to T \} \), and, for each \( \alpha \), a zig-zag in the category \( (A, B) \downarrow \mathcal{C}^{\text{op}} \) of all \((A, B)\)-spans and arrows \( z_\alpha, i : T_\alpha \to FZ_i, i = 1, ..., n, \) to the images under \( F \) of the vertices \( Z_i \) of the zig-zag, satisfying the obvious commutativities.

2.9 Remark. Notice that when interpreting the above axioms with respect to various Grothendieck topologies, their validity in a site \((\mathcal{E}, j)\) implies their validity in any \((\mathcal{E}, j')\), where \( j \leq j' \), i.e there are more \( j' \)-coverings. In particular, validity in the “absolute sense” of the previous paragraph (coarsest topology) implies validity with respect to any topology.

The above considerations give the correct notion of sifted-flatness and resolve the “contradiction” mentioned above: One just has to interpret the conditions defining sifted-flatness with respect, not to the coarsest topology, but with respect to a suitable subcanonical topology on \( \text{Cat} \).

Still though certain complications may arise. For example, in the following situation

\[
\begin{array}{ccc}
\text{BA}_{\text{Alg}} & \xrightarrow{y} & \text{[BA}_{\text{Alg}}^{\text{op}}, \text{Set}] \\
\,i \downarrow \quad & \quad & \downarrow \text{Lan}_{y,i} \\
\text{BA}_{\text{Alg}} & & \\
\end{array}
\]

where \( i : \text{BA}_{\text{Alg}} \to \text{BA}_{\text{Alg}} \) denotes the inclusion of finite Boolean algebras into all Boolean algebras, \( i \) is sifted flat (even with respect to the coarsest structure) because it preserves products. Also \( i \) is dense, hence \( \text{BA}_{\text{Alg}} \) is a reflective subcategory of \( \text{[BA}_{\text{Alg}}^{\text{op}}, \text{Set}] \). At the same time \( \text{Lan}_{y,i} \) does not preserve finite products. In such a case we would have as a conclusion that \( \text{BA}_{\text{Alg}} \) is cartesian closed (see [9], A4.3.1). Clearly this is not the case. Hence some extra condition is required, that would guarantee the preservation of finite products by the left Kan extension.

3 Postulated colimits

Whenever we have a diagram \( D : \mathcal{D} \to \text{Set} \), the colimit of it is given as a quotient of the coproduct of all the values of \( D \) divided by an equivalence relation. This description allows us, whenever dealing with colimits in \( \text{Set} \), to argue about its elements in such a way that

1. An element of the colimit can be represented by an element of some component.

2. If an element of the colimit has two such representations, then there exists a zig-zag connecting the two sets, where the representations live, and a sequence of elements satisfying certain compatibility equations.
Anders Kock ([12]) realized that this behaviour of colimits in \textbf{Set} is the key ingredient that allows us to deduce preservation-of-finite-limit properties by the Kan extension of a functor, out of properties of the category of elements of the functor. He exploited the fact that these are properties expressible by geometric sentences in a suitable language and hence are soundly interpretable in sites and deduced preservation-of-finite-limit properties by Kan extensions of functor into sites. More precisely, given a diagram \( D : \mathcal{D} \to \mathcal{E} \), where \((\mathcal{E}, j)\) is a site and a cocone \( \{ \text{incl}_d : D(d) \to L | d \in \mathcal{D} \} \), we say that the cocone is \( j \)-postulated if it satisfies the following two conditions, which are written in the internal language of \( \mathcal{E} \):

**PC1:** \( \forall x : L \bigvee_{d \in \mathcal{D}} \exists y : Dd \ (\text{incl}_d(y) = x) \) and

**PC2:** \( \forall x : Dd \forall y : Dd' \ (\text{incl}_d(x) = \text{incl}_{d'}(y) \to \bigvee_{Z(d,d')} \exists z_1 : Dd_1 \ldots \exists z_n : Dd_n \ (D\delta_{1,0}(z_1) = x \land D\delta_{1,1}(z_1) = D\delta_{2,0}(z_2) \land \ldots \land D\delta_{n,1}(z_n) = y)) \),

where \( Z(d,d') \) stands for the set (class) of zig-zags from \( d \) to \( d' \), as in

\[
\begin{array}{ccc}
  d & \xleftarrow{\delta_{1,0}} & d_1 \\
  \delta_{1,1} & & \delta_{n,0} \\
  \delta_{n,1} & & d_n \\
  & \xrightarrow{\delta_{n,1}} & d'
\end{array}
\]

Again, the interpretation of these conditions in a site \((\mathcal{E}, j)\) can be stated in an elementary way. The first one says that, for all \( T \in \mathcal{E} \), all \( x : T \to L \), there is a \( j \)-cover \( \{ t_\alpha : T_\alpha \to T \} \) and, for all \( \alpha \), arrows \( y_{\alpha,d} : T_\alpha \to D_d \) to some \( D_d \), such that \( x \cdot t_\alpha = \text{incl}_d \cdot y_{\alpha,d} \). The second condition says that, for all \( T \in \mathcal{E} \) and \( x : T \to Dd \), \( y : T \to Dd' \), if \( \text{incl}_d \cdot x = \text{incl}_{d'} \cdot y \), then there is a \( j \)-cover \( \{ t_\alpha : T_\alpha \to T \} \) so that, for all \( \alpha \), there are \( z_{\alpha,i} : T_\alpha \to Dd_i \), \( i = 1, \ldots, n \), to the images under \( D \) of the vertices of the zig-zag, satisfying the obvious commutativities.

**3.1 Remark.** (i) As noted in connection to the sifted-flatness conditions, validity of the above conditions in a site \((\mathcal{E}, j)\) implies their validity in any \((\mathcal{E}, j')\), where \( j \leq j' \)

(ii) One way to restate condition PC1 is that the colimit inclusions \( \text{incl}_d : Dd \to \text{colim} D \) form a \( j \)-covering family (because, for the identity arrow of colim \( D \), the existence of a cover of colim \( D \) with the prescribed property implies that the sieve generated by the colimit inclusions is larger than that covering, hence also covering).

(iii) As explained in [12] (remark following the proof of Proposition 1.1), ignoring any size issues that may arise, postulated colimits with respect to a subcanonical site \((\mathcal{E}, j)\) are those that are preserved by the Yoneda embedding \( \mathcal{E} \to \text{shv}(\mathcal{E}, j) \). Hence the colimit of a diagram \( D : \mathcal{D} \to \mathcal{E} \) is postulated iff the colimit of the restriction along any final functor \( J : \mathcal{D}' \to \mathcal{D} \) is postulated. Nevertheless, in the applications it turns out that it is crucial that certain diagrams have finite final sets of cocones, for finding suitable subcanonical topologies so that the required colimits are postulated.

(iv) A. Kock shows that if finite (all) colimits are postulated with respect to a subcanonical topology on \( \mathcal{E} \) then \( \mathcal{E} \) is \( a(n \infty-) \) pretopos. So one may wonder whether this is the case with the main examples of categories where realization functors take values, such
as \textbf{Cat} or the category of Kelley spaces. For \textbf{Cat} it is well-known that it fails even to be regular ([5]). With Kelley spaces the situation is subtler, as Cagliari, Mantovani and Vitale ([6]) show that this category, while it is regular, it is not exact. But as will become evident in the next section, if we are interested in showing the preservation of finite products by geometric or categorical realization functors only specific colimits need to be postulated with respect to some subcanonical topology. Hence we turn to showing that various useful colimits (colimits used in the calculation of certain values of left Kan extensions) have this property.

3.2 Proposition. There exists a subcanonical topology on the category \( K \) of Kelley spaces such that the families of colimit inclusions \( \{ \text{incl}_i : K_i \rightarrow \colim K_i \} \) of finite diagrams of compact Hausdorff spaces are covering.

Proof: Consider the Grothendieck topology generated by families of colimit inclusions \( \{ \text{incl}_i : K_i \rightarrow \colim K_i \} \) of finite diagrams of compact Hausdorff spaces. Such families are not stable under pullback along a continuous map from an arbitrary Kelley space. Hence we close the family under such pullbacks, generating thus a Grothendieck pretopology on \( K \).

If \( \{ f_i : K_i \rightarrow Z \} \) is a compatible family of continuous maps, then we may define

\[ f : \colim K_i \rightarrow Z \]

by \( f(x) = f_i(x_i) \), since every \( x \in \colim K_i \) is \( x = \text{incl}_i(x_i) \), for some \( x_i \in K_i \). This is a correct definition by the compatibility of the family. This \( f \) is continuous because, if \( C \subseteq Z \) is closed, then \( f^{-1}C = \bigcup_i \text{incl}_i[f_i^{-1}C] \). Each \( \text{incl}_i[f_i^{-1}C] \) is closed because \( \text{incl}_i \) is closed, being a map between compact Hausdorff spaces, and the union is finite. Thus \( f^{-1}C \) is closed. This proves that each representable functor \( K(-, Z) \) on Kelley spaces has the sheaf property with respect to the generating family of the pretopology.

Not only this, but \( K(-, Z) \) has the sheaf property with respect to a pullback \( \{ t_i : T_i \rightarrow T \} \) of a generating family along any map \( T \rightarrow \colim K_i \). The extension map \( T \rightarrow Z \) is defined as above because the underlying set of the pullback \( T_i \times_T T_j \) is the pullback of the underlying sets of the involved spaces (although the topology on it may not be inherited by the Tychonoff topology on \( T_i \times T_j \)). The induced map is continuous by the same argument as above, because each \( t_i : T_i \rightarrow T \) is closed: The maps \( \text{incl}_i : K_i \rightarrow \colim K_i = K \), being continuous maps between compact Hausdorff spaces, are stably closed and, moreover, the pullbacks \( T_i \cong K_i \times_K T \) are computed as in the category of all topological spaces, since the \( K_i \)'s are compact.

3.3 Proposition. Let \( C \) be a category with the property that for any finite diagram \( D : D \rightarrow C \), the limit of the corresponding diagram of representables in \( [C^{op}, \text{Set}] \) is isomorphic to a finite colimit of representables,

\[ \lim y \cdot D \cong \colim_k yP_k \]

If \( F : C \rightarrow K \) is a functor to the category of Kelley spaces and the spaces \( FP_k \) are compact, then the colimit \( \colim_k FP_k \) satisfies P1 for the topology of Proposition 3.2.
Proof: This is an immediate consequence of Remark 3.1 (ii).

3.4 Corollary. If $C$ is either $\Delta$ or $G$ (the basis of globular sets [4]), then the colimit used for the calculation of the left Kan extension of a limit $\lim_{d \in D} yD_d$ of representables, satisfies PC1 with respect to the subcanonical topology of Proposition 3.2.

Proof: This is so because the limit of a finite diagram of representables on $\Delta$ or $G$ is a finite colimit of representables, as shown explicitly for $\Delta$ in Proposition 2.7 and as can easily be seen for $G$, invoking the arguments in the proof of Proposition 2.7. Moreover the representables are realized as simplices or closed balls, in the respective cases, hence are compact.

3.5 Proposition. Let $U: \Delta \to \text{Cat}$ be the obvious functor and $\text{colim}_k U[p_k]$ the colimit arising from the description of a product of two representable simplicial sets as a finite colimit of representables. Then this colimit satisfies PC1 with respect to some subcanonical topology.

Proof: Since the nerve functor $N: \text{Cat} \to [\Delta^{op}, \text{Set}]$ is fully faithful and preserves pullbacks, we can easily see that there is a topology on $\text{Cat}$ defined as follows: $\{C_i \to C \mid i \in I\}$ covers in $\text{Cat}$ iff $\{NC_i \to NC \mid i \in I\}$ covers for the canonical topology on simplicial sets. It is also straightforward that this topology is subcanonical. Then the family $\{U[p_k] \to \text{colim}_k U[p_k]\}$ is covering for this topology, essentially by Proposition 2.7, and the well-known fact that $U$ is dense.

The fact that the colimit in question satisfies PC1 is again a consequence of Remark 3.1(ii).

4 The main results

4.1 Proposition. Let $F: C \to E$ be a functor from a small category $C$ into a cocomplete, locally small, subcanonical site with finite products. Let also, for every pair of objects $C_1$, $C_2$ in $C$, $\{P_k | k \in K\}$ be a diagram of cones for this pair of objects, so that the product of the two representables is a colimit of representables

$$yC_1 \times yC_2 \cong \text{colim}_k yP_k$$

and the colimit $\text{colim}_k FP_k$ satisfies PC1 with respect to $j$. Then if $F$ is $j$-sifted flat, the canonical morphism

$$f: \text{colim}_k FP_k \to FC_1 \times FC_2$$

is an isomorphism.
**Proof:** First we show that \( f \) is a monomorphism: Consider

\[
\begin{array}{ccc}
T & \overset{u}{\longrightarrow} & \colim FP_k \\
& \downarrow v & \downarrow \overset{f}{\longrightarrow}
\end{array}
\]

\( \rightarrow FC_1 \times FC_2 \)

with \( f \cdot u = f \cdot v \).

Using PC1 for the morphism \( u : T \to \colim FP_k \) we have that there exists a cover \( \{ t_\alpha : T_\alpha \to T \mid \alpha \in A \} \) of \( T \) such that, for each \( \alpha \in A \), there exists an index \( k(\alpha) \in K \) and a morphism \( u_\alpha : T_\alpha \to FP_k(\alpha) \), such that the following square commutes

\[
\begin{array}{ccc}
T_\alpha & \overset{t_\alpha}{\longrightarrow} & T \\
\downarrow u_\alpha & & \downarrow u \\
FP_k(\alpha) & \overset{\text{in}_k(\alpha)}{\longrightarrow} & \colim FP_k
\end{array}
\]

Similarly, for \( v : T \to \colim FP_k \) we get, for each \( \alpha \in A \), a commutative square

\[
\begin{array}{ccc}
T_\alpha & \overset{t_\alpha}{\longrightarrow} & T \\
\downarrow v_\alpha & & \downarrow v \\
FP_{k'}(\alpha) & \overset{\text{in}_{k'}(\alpha)}{\longrightarrow} & \colim FP_k
\end{array}
\]

We may assume that the same cover occurs in the two applications of PC1 above, since any two covers have a common refinement. The site is subcanonical so for the equality \( u = v \), it is enough to show that \( u \cdot t_\alpha = v \cdot t_\alpha \) for each \( \alpha \in A \). Then, by the commutativity of the two squares above, we have to show \( \text{in}_k \cdot u_\alpha = \text{in}_{k'} \cdot v_\alpha \).

Now consider the following diagram in \( \mathcal{E} \) (where \( p_i : FC_1 \times FC_2 \to FC_i, i = 1, 2 \) are the projections from the product in \( \mathcal{E} \) :

\[
\begin{array}{ccc}
T_\alpha & \overset{\text{in}_k(\alpha)}{\longrightarrow} & FC_1 \\
\downarrow u_\alpha & & \downarrow \overset{p_1}{\longrightarrow}
\end{array}
\]

\[
\begin{array}{ccc}
& & \overset{p_1 \cdot f \cdot \text{in}_k(\alpha)}{\longrightarrow}
\end{array}
\]

\[
\begin{array}{ccc}
& & \overset{p_2 \cdot f \cdot \text{in}_k(\alpha)}{\longrightarrow}
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha & \overset{\text{in}_{k'}(\alpha)}{\longrightarrow} & FC_2 \\
\downarrow v_\alpha & & \downarrow \overset{p_2}{\longrightarrow}
\end{array}
\]

\[
\begin{array}{ccc}
& & \overset{p_1 \cdot f \cdot \text{in}_{k'}(\alpha)}{\longrightarrow}
\end{array}
\]

\[
\begin{array}{ccc}
& & \overset{p_2 \cdot f \cdot \text{in}_{k'}(\alpha)}{\longrightarrow}
\end{array}
\]

The equations

\[
p_1 \cdot f \cdot \text{in}_k(\alpha) = Fp_{k(\alpha)}, \quad p_1 \cdot f \cdot \text{in}_{k'}(\alpha) = Fp_{k'(\alpha)}, \quad p_2 \cdot f \cdot \text{in}_k(\alpha) = Fp_{k''(\alpha)}, \quad p_2 \cdot f \cdot \text{in}_{k'}(\alpha) = Fp_{k''(\alpha)}
\]

hold, where \( \text{in}_k(\alpha) : FP_k(\alpha) \to \colim FP_k \) are the colimit injections and \( p_i^k : P_k \to C_i, i = 1, 2 \), are the projections from the cone \( P_k \) to \( C_1, C_2 \) in \( \mathcal{C} \). The following equations hold

\[
p_1 \cdot f \cdot \text{in}_{k'}(\alpha) \cdot v_\alpha = p_1 \cdot f \cdot v \cdot t_\alpha = p_1 \cdot f \cdot u \cdot t_\alpha = p_1 \cdot f \cdot \text{in}_k(\alpha) \cdot u_\alpha
\]
\[ p_2 \cdot f \cdot i n_{k'(\alpha)} \cdot v_\alpha = p_2 \cdot f \cdot v \cdot t_\alpha = p_2 \cdot f \cdot u \cdot t_\alpha = p_2 \cdot f \cdot i n_{k(\alpha)} \cdot u_\alpha, \]

exploiting the commutativity of the two commutative squares above.

\( F \) is \( j \)-sifted flat, thus we can apply SF2: We have that, for all \( \alpha \) there exists a cover of \( T_\alpha \), say \( \{ t_{\alpha \xi} : T_\alpha \xi \to T_\alpha| \xi \in \Xi_\alpha \} \), such that for every \( \xi \in \Xi_\alpha \) there exists a zig-zag in \((C_1, C_2) \downarrow C^{\text{op}}\) connecting \( C_1 \xrightarrow{p_{k(\alpha)}^1} P_{k(\alpha)} \xrightarrow{p_{k(\alpha)}^2} C_2 \) and \( C_1 \xrightarrow{p_{k'(\alpha)}^1} P_{k'(\alpha)} \xrightarrow{p_{k'(\alpha)}^2} C_2 \) as indicated in the diagram bellow (which, for the economy of the presentation we depict as one of length three):

Without loss of generality we took the components of the zig-zag to be from the final family of cones \( P_k \). The reason is that each component of the zig-zag constitutes a cone for the discrete diagram in \( C \) therefore they factorize through a \( P_k \).

Furthermore, condition SF2 gives, for every \( \xi \in \Xi_\alpha \), generalized elements

\[
\xymatrix{
& FP_{k_1(\alpha)} \ar[dl]^{x_1} \ar[dr]_{x_1} & \\
T_{\alpha \xi} \ar[dr]_{x_3} & FP_{k_2(\alpha)} & FP_{k_3(\alpha)} \ar[ul]^{x_2} \\
& &\
}
\]

such that the following diagram is commutative.
\[ Fd_1^0 \cdot x_1 = v_\alpha \cdot t_\alpha \xi, \quad Fd_1^1 \cdot x_1 = x_2, \quad Fd_3^0 \cdot x_3 = x_2, \quad Fd_3^1 \cdot x_3 = u_\alpha \cdot t_\alpha \xi \]

Also from the fact that we have a colimiting cocone we have the commutativity of the following diagram:

Combining all the above we have

\[ \text{colim} FP_k \]

\[ in_{k(\alpha)} \cdot u_\alpha \cdot t_\alpha \xi = in_{k(\alpha)} \cdot Fd_3^1 \cdot x_3 = in_{k_3(\alpha)} \cdot x_3 = in_{k_2(\alpha)} \cdot Fd_3^0 \cdot x_3 = in_{k_2(\alpha)} \cdot x_2 = in_{k_2(\alpha)} \cdot Fd_1^1 \cdot x_1 = in_{k_1(\alpha)} \cdot x_1 \]
\[ i_{n(\alpha)} \cdot F_{d_1} \cdot x_1 = i_{n(\alpha)} \cdot v_{\alpha} \cdot t_{\alpha} \]

so

\[ i_{n(\alpha)} \cdot u_{\alpha} = i_{n(\alpha)} \cdot v_{\alpha} \]

because they become equal when they are restricted along a cover.

Next we show that \( f \) is a split epi. Let \( x = (x_1, x_2) : T \to FC_1 \times FC_2 \), be an arbitrary generalized element of the product. An application of SF1 gives us a cover \( \{t_\alpha : T_\alpha \to T | \alpha \in A \} \) of \( T \), such that for every \( \alpha \in A \) there exists an object \( P_{k(\alpha)} \) in the final family of cones (again there is no loss of generality) and a generalized element \( x_\alpha : T_\alpha \to FP_{k(\alpha)} \) so that the following diagram is commutative:

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{t_\alpha} & T \\
\downarrow{x_\alpha} & & \downarrow{x_1} \\
FP_{k(\alpha)} & \xleftarrow{FP_{k(\alpha)}} & FC_1 \\
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{t_\alpha} & T \\
\downarrow{x_\alpha} & & \downarrow{x_1} \\
FP_{k(\alpha)} & \xleftarrow{FP_{k(\alpha)}} & FC_1 \\
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{t_{\alpha'}} & T \\
\downarrow{x_\alpha'} & & \downarrow{x_2} \\
FP_{k(\alpha')} & \xleftarrow{FP_{k(\alpha')}} & FC_2 \\
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{t_{\alpha'}} & T \\
\downarrow{x_\alpha'} & & \downarrow{x_2} \\
FP_{k(\alpha')} & \xleftarrow{FP_{k(\alpha')}} & FC_2 \\
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha \times_T T_\alpha' & \xrightarrow{x_\alpha} & FP_{k(\alpha)} \\
\downarrow{x_\alpha^1} & & \downarrow{x_\alpha^2} \\
TP & \xleftarrow{TP} & colim FP_k \\
\end{array}
\]

\[
\begin{array}{ccc}
T_\alpha \times_T T_\alpha' & \xrightarrow{x_\alpha'} & FP_{k(\alpha')} \\
\downarrow{x_\alpha^1} & & \downarrow{x_\alpha^2} \\
TP & \xleftarrow{TP} & colim FP_k \\
\end{array}
\]

i.e., \( FP_{k(\alpha)}^1 \cdot x_\alpha = x_1 \cdot t_\alpha \) and \( FP_{k(\alpha)}^2 \cdot x_\alpha = x_2 \cdot t_\alpha \). We will show that the family \( \{i_{n(\alpha)} \cdot x_\alpha | \alpha \in A \} \) of elements of \( \mathcal{E}(\cdot, \text{colim} FP_k) \) is a matching family for the cover \( \{t_\alpha : T_\alpha \to T | \alpha \in A \} \).

For this, consider the diagram:

\[
\begin{array}{ccc}
T_\alpha & \xrightarrow{x_\alpha} & FP_{k(\alpha)} \\
\downarrow{x_\alpha^1} & & \downarrow{x_\alpha^2} \\
TP & \xleftarrow{TP} & colim FP_k \\
\end{array}
\]

for arbitrary \( \alpha, \alpha' \in A \).

We need to show that the outer diagram in the above is commutative. To that end, we have that the upper road followed by \( p_1 \cdot f \), gives the same result as the down road, when
followed by the same composite.

\[
\text{colim}FP_k \xrightarrow{f} FC_1 \times FC_2 \xrightarrow{p_2} FC_2
\]

Indeed:

\[
p_1 \cdot f \cdot \text{in}_{k(a)} \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = p_1 \cdot f_{k(a)} \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = Fp_{k(a)}^1 \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = x_1 \cdot t_\alpha \cdot \pi_{\alpha \alpha'}^1 = x_1 \cdot t_\alpha' \cdot \pi_{\alpha \alpha'}^2 = Fp_{k(a')}^1 \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2 = p_1 \cdot f_{k(a')} \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2 = p_1 \cdot f \cdot \text{in}_{k(a')} \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2,
\]

where \( f_{k(a)} \) is the unique factorization in \( E \) of the cone \( FP_{k(a)} \) through \( FC_1 \times FC_2 \).

Similarly the up and the down road gives the same result if we compose with \( p_2 \cdot f \), i.e,

\[
p_2 \cdot f \cdot \text{in}_{k(a)} \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = p_2 \cdot f \cdot \text{in}_{k(a')} \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2.
\]

From the above equations and the universal property of the product we have that

\[
f \cdot \text{in}_{k(a)} \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = f \cdot \text{in}_{k(a')} \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2.
\]

and finally since \( f \) is a monomorphism we have the desired equation

\[
\text{in}_{k(a)} \cdot x_\alpha \cdot \pi_{\alpha \alpha'}^1 = \text{in}_{k(a')} \cdot x_{\alpha'} \cdot \pi_{\alpha \alpha'}^2.
\]

This shows that \( \{ \text{in}_{k(\alpha)} \cdot x_\alpha \mid \alpha \in A \} \) is matching family for the sheaf \( E(-, \text{colim}FP_k) \) with respect to the specified cover. The sheaf property of \( E(-, \text{colim}FP_k) \) gives a unique arrow \( r : T \to \text{colim}FP_k \) such that for every \( \alpha \in A \), \( r \cdot t_\alpha = \text{in}_{k(\alpha)} \cdot x_\alpha \)

\[
T \xrightarrow{t_\alpha} FP_{k(\alpha)} \xrightarrow{\text{in}_{k(\alpha)}} \text{colim}FP_k
\]
Now we have:
\[
\begin{align*}
p_1 \cdot f \cdot r \cdot t_{\alpha} &= p_1 \cdot f \cdot in_{k(\alpha)} \cdot x_{\alpha} \\
&= p_1 \cdot f_{k(\alpha)} \cdot x_{\alpha} \\
&= Fp_{k(\alpha)}^1 \cdot x_{\alpha} \\
&= x_1 \cdot t_{\alpha}
\end{align*}
\]
for every \( \alpha \in A \), hence \( p_1 \cdot f \cdot r = x_1 \) since the site is subcanonical. By a similar argument \( p_2 \cdot f \cdot r = x_2 \) and in conclusion we have the desired factorization
\[
f \cdot r = \langle x_1, x_2 \rangle = x
\]

4.2 Remark. In the proof of the Proposition we made no use of PC2

4.3 Corollary. Let \( F : C \to E \) be a functor from a small category \( C \) into a cocomplete, locally small, subcanonical site with finite products which fulfills the assumptions of the Proposition 4.1, i.e the colimit \( \text{colim} FP_k \), entering the calculation of \( \text{Lan}_y F \) of a product of two representables, satisfies PC1 with respect to \( j \) and \( F \) is \( j \)-sifted-flat. Then its left Kan extension along the Yoneda embedding \( y \) preserves finite products of representables. Moreover, if \( E \) is cartesian closed, then the left Kan extension preserves finite products.

Proof: Concerning the first claim we have
\[
\text{Lan}_y F(yC_1 \times yC_2) \cong \text{Lan}_y F(\text{colim}_k yP_k) \\
\cong \text{colim}_k \text{Lan}_y F(yP_k) \\
\cong \text{colim}_k FP_k \\
\cong FC_1 \times FC_2 \\
\cong \text{Lan}_y F(yC_1) \times \text{Lan}_y F(yC_2)
\]
Then, expressing an object in \([C^{\text{op}}, \text{Set}]\) as a colimit of representables, using the commutation of binary products with colimits in that category as well as in \( E \) and the preservation of colimits by \( \text{Lan}_y F \), we conclude that preserves \( \text{Lan}_y F \) finite products. 

4.4 Proposition. Let \( F : C \to E \) be a functor from a small category \( C \) into a cocomplete, locally small, subcanonical site with finite products. Let also, for every pair of objects \( C_1, C_2 \) in \( C \), \( \{P_k | k \in K\} \) be a diagram of cones for this pair of objects, so that the product of the two representables is a colimit of representables
\[
yC_1 \times yC_2 \cong \text{colim}_y P_k
\]
and the colimit \( \text{colim} FP_k \) is postulated with respect to \( j \). Assume that the morphism \( f : \text{colim} FP_k \to FC_1 \times FC_2 \) is an isomorphism. Then \( F \) is \( j \)-sifted-flat. In particular this is the case when \( \text{Lan}_y F \) preserves finite products.
Proof: We denote with $f^{-1} : FC_1 \times FC_2 \to \text{colim} FP_k$ the inverse of $f$.

Consider

If $x$ stands for the morphism $<x_1, x_2> : T \to FC_1 \times FC_2$, we apply PC1 for the morphism $f^{-1} \cdot x : T \to \text{colim} FP_k$. So we have a cover $\{T_\alpha \to T | \alpha \in A\}$ of $T$ such that, for each $\alpha \in A$, there exist $P_k(\alpha)$ and $x_\alpha : T_\alpha \to FP_{k(\alpha)}$ making commutative the following square

So we have the following diagram

which is commutative.

Indeed

$$FP_{k(\alpha)}^1 \cdot x_\alpha = p_1 \cdot f_{k(\alpha)} \cdot x_\alpha$$
$$= p_1 \cdot f \cdot in_{k(\alpha)} \cdot x_\alpha$$
$$= p_1 \cdot f \cdot f^{-1} \cdot x \cdot t_\alpha$$
$$= p_1 \cdot x \cdot t_\alpha$$
$$= x_1 \cdot t_\alpha$$

and similarly

$$FP_{k(\alpha)}^2 \cdot x_\alpha = x_2 \cdot t_\alpha$$

So the first condition of sifted-flatness with respect to $j$ holds.
Next, for arbitrary $C_1, C_2$ in $C$ consider the diagram

\[
\begin{array}{c}
T \\
\downarrow \quad \downarrow \\
FP_k \\
\downarrow \quad \downarrow \\
FP_{k'} \\
\downarrow \quad \downarrow \\
FC_1 \\
\downarrow \quad \downarrow \\
FP_k \\
\downarrow \quad \downarrow \\
FP_{k'} \\
\downarrow \quad \downarrow \\
FC_2 \\
\downarrow \quad \downarrow \\
T
\end{array}
\]

where

\[
\begin{align*}
FP_{k} \cdot z &= FP_{k'} \cdot z' \quad \text{and} \quad FP_{k} \cdot z &= FP_{k'} \cdot z' \\
\end{align*}
\]  

(1)

(In the above diagram we can take without loss of generality the $P_k$’s to be in the final family of cones for $C_1, C_2$.) Then

\[
\begin{align*}
p_1 \cdot f \cdot \text{in}_k \cdot z &= p_1 \cdot f_k \cdot z \\
&= FP_{k} \cdot z \\
&= FP_{k'} \cdot z' \\
&= p_1 \cdot f_{k'} \cdot z' \\
&= p_1 \cdot f \cdot \text{in}_{k'} \cdot z'
\end{align*}
\]

and similarly

\[
\begin{align*}
p_2 \cdot f \cdot \text{in}_k \cdot z &= p_2 \cdot f_{k'} \cdot z'
\end{align*}
\]

i.e.,

\[
f \cdot \text{in}_k \cdot z = f \cdot \text{in}_{k'} \cdot z'
\]

and since $f$ is a mono we have that

\[
\text{in}_k \cdot z = \text{in}_{k'} \cdot z'
\]

By an application of PC2 for the colimit cocone $\{\text{in}_k : FP_k \to \colim FP_k\}$ we have that

\[
\text{there exists a cover } \{T_\alpha \to T | \alpha \in A\} \text{ such that for every } \alpha \in A \text{ we have a zig-zag (in } C \text{ consisting of objects in the final family connecting } P_k \text{ and } P_{k'}
\]
and generalized elements $x_1: T_\alpha \to FP_{k_1} \ldots x_n: T_\alpha \to FP_{k_n}$ such that

$$Fd_1 \cdot x_1 = z \cdot t_\alpha, \quad Fd_1 \cdot x_1 = x_2, \quad Fd_3 \cdot x_3 = x_2, \quad Fd_3 \cdot x_3 = x_4, \ldots, Fd_n \cdot x_n = z' \cdot t_\alpha$$

Hence the second condition for sifted-flatness with respect to $j$ holds. ■

4.5 Corollary. Let $F: C \to E$ be a functor from a small category $C$ into a Grothendieck topos. Then $F$ is sifted flat in the internal logic of the topos (i.e. with respect to the canonical topology of the topos) if and only if $\text{Lan}_y F$ preserves finite products.

**Proof:** Consider the topos equipped with its canonical topology. Then all colimits are postulated with respect to it ([12], Proposition 2.1). ■

4.6 Remark. Using the above for $E = \text{Set}$ and $F$ the composite $C^{\text{op}} \to 1 \to \text{Set}$ (where the second part of the composite chooses a singleton) and $C$ is sifted, we get that $\text{Lan}_y F$, which is just colimit formation for $C$-diagrams, preserves finite products. Hence sifted colimits commute with finite products in sets, as anticipated in Remark 2.2.

4.7 Corollary. Let $S$ be a base topos, $C$ an internal category in it that is dually sifted and $j$ a topology such that every cover $R$ of an object $C \in C$ in it is connected, i.e. it is connected as a subcategory of the category of elements of $C$. Then the induced geometric morphism $\text{Shv}(C, j) \to S$ has the property that its inverse image has a further left adjoint that preserves finite products.

**Proof:** There is a geometric morphism $[C^{\text{op}}, S] \to S$ which has a further left adjoint, given by internal left Kan extension along $C^{\text{op}} \to 1^{\text{op}}$. When $C$ is dually sifted, that Kan extension preserves finite products. If moreover every $j$-cover is connected, so that every constant presheaf is a $j$-sheaf, then that extra left adjoint restricts to one $\text{Shv}(C, j) \to S$, which also preserves finite products. ■
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